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Abstract. We review long-range Coulomb interactions in systems consisting of periodically
repeated replicas of identical unit cells containing a net dipole moment. Cases of both infinite
and large finite samples of arbitrary shape are considered. The general result due to Smith (1981
Proc. Roy. Soc. LondA 375475) for a large finite sample is considerably simplified. This allowed

us to reveal further its physical meaning. We show that extra shape-dependent terms both in the
electrostatic potential and energy have a pure macroscopic origin. We also suggest an alternative
derivation for the Coulomb potential of a large finite sample of arbitrary shape which is believed
to be simpler than the original one due to Smith.

1. Introduction

Long-range Coulomb interaction plays a dominant role in almost every condensed matter
system and has been substantially discussed in the literature (see, e.g. [1-12]; of course, this
list is by no means complete). Periodic boundary conditions (PBC) have become a powerful
tool in simulating extended systems when a big but finite portion of the system (a simulation
cell) is periodically repeated in three-dimensional (3D) space. PBC have been extensively used
in solid-state physics, in particular for electronic band structure calculations and for molecular
dynamics simulations [13-15], as well as for quantum Monte Carlo simulations of crystals
[11].

The fundamental difficulty with long-range Coulomb interactions ifdimite systems
arises due to thegonditionalconvergence, i.e. the result of the summation in the corresponding
infinite series depends on the order of terms in the summation. Therefore, when using various
methods for summing up the series one can obtain different answers. Of courfritéor
samples the order of summation does not matter. Note also that the potential is defined up to
an arbitrary constant so that only its variation across the cell is important.

Starting from Ewald [1], most authors (see, e.g. [2,16]) have been preoccupied with
speeding up the convergence of the series in numerical calculations and therefore have not
paid sufficient attention to the fact of conditional convergence. It is likely that the difference
between thénfinite andfinite samples was not understood at this time. Redlack and Grindlay
[3] were the first authors to notice the importance of looking carefully at the Coulomb series
from a mathematical point of view. They recognized thatififinite samples (true PBC) the
conditional convergence may result only in an arbitrary choice of the physically insignificant
constant term in the periodic potential, the latter being chosen in, for example, Ewald form [1]
(note that two periodical solutions of tsamePoisson equation may differ only by a constant
which is the only periodical solution of the Laplace equation). However, they showed that if the
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sample idinite and consists of identical replicas of the same unit cell, then the total potential
consists of intrinsic and extrinsic contributions. Tih&insic partis periodic and is the same as

for the infinite sample (e.g. the Ewald potential). Howevergkteinsicpart depends explicitly

on the samplshapeanddipole momenin the unit cell. Redlack and Grindlay also gave the
detailed solution for a sample of the ellipsoidal shape. The conditional convergence of the
Madelung series was also studied in [4] for a special case of the zero cell dipole moment;
the authors arrived at conclusions similar to those of Redlack and Grindlay. In addition, they
derived an explicit expression for the extrinsic part of the potential farhitrary shapeof a

finite sample, which in this particular case of zero dipole moment is a constant. A spherical
sample with a net dipole moment in the cell was then studied in [5] (see also the recent work
in[10, 11, 17]). It was found that in this case the extrinsic contributidimésar with » and is

given by the well known Lorenz ternd,.,(r) = (4n/3)p - r, wherep is the dipole moment

per unit volume. As one can see, the periodic symmetry is broken by this term. This is not
surprising, however, due to the fact that this term has a simple macroscopic meaning as an
electrostatic field inside a uniformly polarized insulating sphere (see e.g., [11, 18]).

The general case of a finite sample of arbitrary shape and non-zero dipole moment in the
unit cellwas considered for the firsttime in [6, 7]. Itwas shown that the extrinsic contribution to
the total electrostatic energy of the system is proportional to the square of the dipole moment
and is given as a six-dimensional integral containing integration over the sample volume.
This last integration brings about the implicit dependence on the sample shape. The whole
contribution, however, does not depend on the sample volume. It was also clearly stated in
[7] that the surface relaxation effects would be likely to completely suppress the extrinsic part
of the potential leading to substantial gain in the Coulomb energy of the system. Although
the importance of this general work seems to be obvious, these papers have remained largely
unnoticed (see, e.g., recent studiesin[10-12]). Thisis probably due to a quite cumbersome and
sophisticated method used in [6, 7] to consider the Coulomb series. Another reason is that the
general result derived in the cited papers looks very complicated and not transparent enough to
make the comparison with simple macroscopic electrostatics feasible. As a result, these papers
are not properly understood and remain underestimated by the scientific community. Instead,
aless fundamental paper by the same authors [5] is more frequently cited in the general context
of arbitrary sample shape although in this paper only one particular case of a spherical shape
is considered.

Another confusion which has become commonplace in the literature (see, e.g., [10, 11])
is concerned with the fact that the results (usually those of [5]) derived for a large finite
sample are sometimes used to calculate the Coulomb series in true PBC, although the latter
corresponds to thimfinite sample. This results in unjustified attempts to apply the extrinsic
part of the electrostatic potential alongside the Ewald part in the PBC calculations. As has
already been mentioned above, both the electrostatic potential and the energy differ in the cases
of finite and infinite samples if there is a net dipole moment in the cell (see [3, 6, 7]): there
are additional shape-dependent terms in the case of a large finite sample althqueyiittiie
Ewald’s expression for the potentialialid in the case of PBC.

This controversy in the literature inspired us to consider the summation of conditionally
convergent Coulomb series once again. We review in section 2 the main results of [6, 7]
and show that, after some additional algebra, the extra term expressed there as a six-
dimensional integral can be rearranged into a much more simple form given by a 3D integral.
This transformation makes it possible to perform a direct comparison with macroscopic
electrostatics. It allows us to demonstrate in the general cabitfary shape that this extra
term in the potential and energy has a pure macroscopic origin. Althoughlttisscalfact
should be clear from the previous studies of [3, 5, 7] (see also [11]), it has been demonstrated



Coulomb potential inside a large finite crystal 6161

explicitly only for the spherical shape. In addition, in section 3 we suggest another derivation
for the electrostatic potential of a large finite sample well inside it, which results directly in the
simplified form of the extra terms. We believe that our derivation is simpler than that suggested
in [6, 7] and therefore it is worth reproducing here for completeness. Finally, conclusions are
drawn in section 4.

2. Analysis of electrostatic potential and energy of a large finite sample

Let us consider a large finite sampfeof arbitrary shape consisting of identical replicas of

a unit cell with distributed point charges. We also assume that there is a non-zero dipole
momentP in every cell, associated with these charges. To calculate the electrostatic potential
at an arbitrary point inside the body of the sample, we first consider a potential due to a
periodic lattice of unit point charges confined in a finite sanpldt was rigorously shown in

[6, 7] that the potential is given as (up to a constant)

1
N () — r 1
¢ () ; R = e - ra Juprs (D)
2 dw
Jup = — ’ v d 2
ST (all) wzw wﬁ(/ a:) @

where the summation is performed with respect to all such direct lattice veRtavkich are
inside the volume oP,

el’fC(G|'r — R[l) 1 R2/4GZ _iR, .
w = _— —e e 9" 3
Pen(r) = Ir— R ve £ R2 ®)

is the Ewald potential (note that the= 0 term in the direct lattice summation in equation (3) is
to be replaced by-2G /7 if r = 0), R, is areciprocal lattice vectow, is the unit cell volume
andN is the number of unit cells in the sampte The first integral in equation (2) (over)

is taken over the whole space while the second integral (@yés taken over the volume of
the sample. This result is correct up to term@ V) and therefore represents an asymptotic
expansion of the total potential for large Note that hereafter the summation convention for
the Cartesian componentsg of vectors and tensors is implied. In equation (1) the Ewald part
represents the intrinsic part of the potential while the correction tef@m/v.)rq Jogrs, gives

the shape-dependent extrinsic part with shape dependence coming explicitly from the second
(overz) integral. Note also that the integréls doesnot depend on the sampsgze(this is
easily checked by making a substitutisn— Ax in the second integral in equation (2)). The
electrostatic potential due to all charggsin the unit cell positioned at vectoiX; in every

cell is then given as [7]

¢tot)(r) qu¢(N)(Xs - T) = ZQS(bEw(Xs - T) - % ot,B(Qot,B + 80[5 QO - 6raP/3) (4)

1

whereQo = Y, ¢, X2 is the cellspheropolgsee [8,9]), whileP, = Y ¢, X, and Q5 =

3. 45 (83X, X5 — 80p X ?) are the unit celtlipoleandquadrupolenoments, respectively. Note

that the quadratic in terms disappeared from the total potential due to electro-neutrality of the
cell, >~ g, = 0. Several particular cases of the sample shape have been considered in [6, 7].
For instance, in the case of spherical and cube shapgss %&xﬁ. Finally, the electrostatic
energy (per unit cell) of the sample is given as [6, 7]

1
EM =23 asqudio (Xs = Xo) = B + Pudop Py (5)
ss’
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whereE(E’\Q is the usual Ewald energy of point charges. This result is also correct up to O
(1/N).

The results contained in equations (4) and (5) are very general. They show clearly that
the potential due to a large finite sample contains (apart from the shape-dependent constant
terms) a term linear witl corresponding to a constant macroscopic electrostatic field across
the whole sample. As a result, the total energy also gains an additional shape-dependent term
which vanishes only if there is no net dipole moment in the cell.

Figure 1. Afinite crystalline sample with a non-zero dipole moment periodically repeated in every
unit cell (see text).

In order to gain a deeper insight into the results above, we first have to simplify the
correction term. Both in the potential, equation (4), and in the energy, equation (5), it is
represented via a complicated six-dimensional integggl, equation (2). We will show now
that in fact it can be transformed into a 3D integral which would allow us to give a transparent
physical meaning to the correction term. To this end, let us consider equation (2). We first
split the integral overe into two integrals: over a sphere around the origtn, and over the
remainder of the volumeP,. The spherical volume; contributes%éaﬂ to J,p (see above).

To calculate the contribution from the volunie we note thair # 0 there by the construction.
This allows us to interchange the two integrals in equation (2). Using also the identity

@l W 40x,0x8 Jiquy w 40x,0xg ||
we finally obtain the following simple result
2 1 -
Jop = 00 + 5Ty 6
P 3% T o P ©)
where
Taﬂ :/ Typ () dz (7)
P

is aform factorintroduced in [4] withT,s(x) = (3,5/x%) — (3x,x5/x°) being the dipole
tensor. Note that the form factor does not depend on the volume of the s&rapkktherefore
depends only on its shape, as is expected. Also, the integral is equal to zero for spherical
volumes due to symmetry (the dipole tensor is proportional to the real spherical polynomials
Yo, (2)). For the same reason, there is no singularity around the origin as one can always cut
out a sphere around = 0 which gives a zero contribution. For other shape# dlfie central
spherical part gives a zero contribution and therefore only the part close to the sample surface
may contribute to the integral in equation (7). Therefore, only that part of the sample which is
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near or at the surface contributes to the form factor thereby representingystaeeeffects.
Some properties of the form factor are considered in the appendix.

Our new expression for the correction term is much simpler than the original one,
equation (2), since it is expressed only as a simple 3D integral. Another advantage of the
transformed expression (6) is that it allows for a very simple physical interpretation of the total
electrostatic potential. Indeed, we first use equation (6) in (4), and obtain

4
3v,

Note that the first two constant correction terms above (after the Ewald contribution) were
derived for the first time in [4].

Let us now consider a large macroscopic sample of arbitrary shape with a uniformly
distributed dipole momems = P /v, per unit volume as depicted in figure 1. We notice that
both the Ewald potential (the first term in equation (8)) an{ﬁﬁ)(r) satisfy the same Poisson
equation since the correction linear witlobviously satisfies the Laplace equation. To choose
the right solution, one has to consider carefully the corresponding boundary conditions for the
Laplace equation. If we have a finite (although may be very large) sample of the crystalline
material with identical dipole moments in each unit cell, then one can imagine that a charge
of one sign is accumulated on one side of the sample (towards one end of the dipoles) and
that a charge of opposite sign is accumulated on the other side (at the other end of the dipoles)
as shown in figure 1. This system behaves aagacitorand the appearance of the constant
electric field (or the linear contribution to the Ewald potential) which depends on the capacitor
geometry(the shape of the sample) is physically reasonable. One can therefore expect that the
linear shape-dependent part of the electrostatic potential can be derived independently using
a classical consideration. To this end, let us calculate the macroscopic electrostatic potential
well inside the sample as

Dmacr (T) Z/ IL_Z})dﬂ? Z/ paea(r —x) dx.
P | P

|[r —x

1 - 2r 1 -
¢t(£i)(r) = ZQS¢Ew(XS - "") - aQaﬁTaﬂ - gQO + P.r+ ;raPﬂTaﬂ (8)

This integral is calculated in the following way. First of all, we cut out a sphere of the largest
possible radiusk inside our sample and consider the potential at an arbitrary pol|

inside the sphere. The integral is split into two contributions: from the spRgead from

the remainderP, of P. The contribution from the sphere is well known from undergraduate
electrostatics and can be easily calculated by transforming the volume integral into a surface
integral with respect to the functigsy |» — x| and expanding Ar — x| in spherical functions
Y,.(x). The result is the Lorenz potentiglr /3)p - r. To calculate the integral over the rest

of the volume, we make use of the fact that the peirfivhich is well inside the sphere) is

far away from any integration point € P, (which is outside), i.elr| <« |z|. Therefore, we
expand the functiom, (r — ) in a Taylor series with respect o

eo (1 — ) = —ey(x) + Tup(x)rg + O(r?)

and then integrate it with respect # € P,. Since the functiong,(x) and T,z (x) are
proportional to the corresponding spherical functions, the integration can be extended to include
the spherical volume as well since the contribution from it is zero anyway. Finally, one has

¢macr0(r) = —Pa /

P
One can immediately recognize that, apart from physically insignificant constant terms, the
macroscopic potentia,,.., (r) is in fact identical to the shape-dependent correction potential

in equation (8). This means therefore that the correction terms have a pure macroscopic origin

4
eq(x)dx + ?np -7+ parp / Typ(x) do + o). (9)
P
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and correspond to the macroscopic potential due to a uniformly distributed dipole moment in
the large finite sample. Note that the Ewald potential averages to a constant (which does not
depend on the charge distribution) when integrated over any unit cell (see, e.g., [17]) so that
themacroscopielectrostatic field originates exclusively from the extrinsic potential as given
by equation (9), i.e.

ad 4 _
(Smacm)ﬂ = _@(ﬁmacro("’) = _?pﬁ — Pa Taﬂ +O(r). (10)

If we use equation (6) in the energy expression, (5), we will get the following expression

for the total electrostatic energy per cell
2 1 -

EM =EM + 3—UCP2 + oo PoTun Py (11)
which contains the Ewald part and two correction terms which vanigh i# 0. Note that
the first correction term is present fany shape of the finite sample whereas the second one
originates from the non-symmetric part of the sanleear its surface and therefore represents
a puresurfaceeffect. Finally, we note that it is straightforward to generalize the expressions
given above for an arbitrary charge distributje(r). We do not give them here to save space.

A completely independent derivation for the potential of equation (8) well inside a large
finite sample of arbitrary shape is given in the next section for completeness. We believe
that this derivation is simpler than the original one suggested in [6, 7] and therefore is worth
reproducing here.

3. Alternative derivation of the potential well inside the body of a large finite sample
The derivation which is given here is based essentially on the ideas of [4]. Condidie a

sample of a crystal consisting &f unit cells. The electrostatic potential at an arbitrary point
r well inside the sample is given by

erfc(G — Ry, 2 G 2 2
V@ = a4y % * quﬁ / (;e—’ Irtl ) di + ey (r)

K leP
12)
where we have used the identity
1 _ erfo(Gx) +erf(Gx) _ erfo(Gx) | % / g + % /G s
X X X T Jo T Je
and
2 € 2 2
P () = —= s / e Ir=Rulgy, 13
=222 ) (13)

HeregG is an arbitrary positive constant (Ewald’s parameter)and0 is some small positive
constantwhich willtend to zero at the end of the calculation. The firsttwo terms in equation (12)
are absolutely converging series so that the summation can be extended over the infinite lattice
(N — o0). Asthe integrand in the second term is a periodic function with respect to the lattice
translationsR;, it can be expanded into a Fourier series, so that one has

$™M(r) =" gsppu(X, — 1) + ol (1) (14)
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whereg'") (r) appears as the correction terex{insic potential to be calculated in the limit
of e — +0 for largeN. Making the substitution. = ¢|r — R,|, the integral is transformed

into
elr—Ry|
(N) o512
oxt (1) = / e et g 15
Pext ZZ |T—R1| (15)

IeP s

with o = (X2+2X,- (R, —1))|r — R;| 2. Letus now expand the exponential termg'e”, in

power series with respect ég,A%. Due to electro-neutrality of the cell, the very first term will
vanish. Other terms in the expansion contain various inverse powérs-of?;|. However,

it can be recognized that only a few terms will contribute in equation (15). For example, the
lattice summatiord_, |r — R;|™" E“" Rl g=323m gy, for anyn > 4 and any positive integer

m can be bounded from above by the se(y%? g2 am dr) )", Ir — R;|™", which converges
absolutely and uniformly for any > 0. This means that the — +0 limit can be applied to
every term in the summation and we see that all such terms will vanish. Similar consideration
is applied to other types of terms. Finally, only three terms will survive in the Taylor expansion
of equation (15) and one obtains

2 U .
() = ==Y {=Qot(Ir — Ry|) = 2Pulu(r — R)) + 20up xap (r — R))) (16)

ﬁ =1

where Qaﬂ = %(Qa,g + 848 Q0). Itis implied that the point- in equation (16) lies in the
zero cell. The following functions have been introducedx) = x=3 [;* e**22dx and
Lo(®) = x,&(x); in addition, xus(@) = (xexs/2x?)(3(x) — 3e7*"). Noting that these
functions are well defined around= 0 (this is easily checked by the substitutior> 1 /x),
let us expand them around some painih the zero cell and then sum ovee P. For example,

D E(Ir—RI) =) (R +z)— (r+a)y Y E(R+a)+---. (17)

leP leP leP
The first derivative/ (| R, + z|) contains terms which are either exponential ¢ <17/
or contain|R; + x|™" with n > 4 which, as has been explained above, ensure absolute and
uniform convergence of the corresponding series; these terms tend to zere inth® limit.
And so are the other terms (not shown explicitly in equation (17)) in the last expansion which
contain higher derivatives of the functign Thus, integrating both sides of equation (17) with
respect tae, we have in the — +0 limit

1
Setr-r)» -3 [ cqmirepde = > [cwde.  as
leP Ve 1ep Jeell Ve Jp
Similar analysis shows that in thke— +0 limit
1
D Xap(r—R)) —> = / Xap () . (19)
leP Ve J P

Therefore, the first and the third lattice summations on the right-hand side of equation (16)
given by (18) and (19), respectively, are constants represented as volume integrals (cf. [4]). In
the Taylor expansion af, (» — R;) aroundz, however, one also has to keep the first derivative
term

> tulr— R) - —/ f@dz— =3 [yt gl (R 40 da (20)
leP Ve jep Jeell
where

’ 0 XQXﬁ _ (2,2
;aﬁ(w>=@¢a(w>= wp(@E ()X + e
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The lastterm in equation (20) consists of two terms. The first one, contajpiisgransformed

into an integral with respect to the volunieas we did above in other cases. The second
(constan} term containingrg can always be ensured to be zero by choosing the unit cell in
the form of a parallelepiped or Wigner—Seitz cell (both contain the centre of inversion) and
assuming that there is always translatio®; for every vectorR;. Hence, the expression in
equation (20) takes the form

>t — R — —/ msc)da:——/ £y () da. (21)

leP
Collecting all terms together in equation (16), we have

o (1) = e /[ = QupTop(@)E(T) — € ;xﬂ e Oup

—2P, Ly (x) + 2Parﬂ§;ﬁ (w)i| dx. (22)

Now we have to deal with all of the four terms above. Consider the first term containing
the function x* () = (V/7/4) — f(ex) where f(y) = [~e*22dx is a rapidly
decaying function ofy. Therefore, the volume integral with this pafi, T,.s () f (€x) de,

in equation (22) can be replaced (in tNe— oo limit) by the volume integral with respect

to the whole space and it appears to be equal to zero by symmetry due to angular integration.
Thus, the first term in equation (22) results-1/6v.) Qugs Taﬂ.

The second term in equation (22) contains the exponential which cuts off the effect of the
boundary of the volume. Therefore, as above, we can extend the integration over the whole
volume, make the substitutiar — « and finally use the symmetry. As a result, one has the
following contribution:

~ 2 XaXp o 21
-0, e = —8,50, g = . 23
o ﬂﬁvc /(all) 32 T = /3Q /33«/— / €L = 3Uc Qo ( )
The third term in equatlon (22) is transformed similarly,
o Py _
(w) dzr — —E is { dz — —_f ea(w) dx = —U—cea (24)

wheree, (x) = x,/x2 is the electrostatic field of a point charge. Apart from high-symmetry
cases in which the integra), = 0, it depends on the samplelumeV asV /3. However, this
is a constant term which we have every right to ignore here.

A similar derivation for the fourth term in equation (22) gives

4pP, 4
rﬂ / {aﬁ(m) dz — 37T

Ve

1 -
P.r+—P,Tpgrg. (25)
Ve

Collecting aII contributions together in equation (22) one recovers the correction term of
equation (8) of the previous section.

4. Conclusions

In this paper we have considered long-range interactions in crystalline systems consisting of an
arbitrary neutral charge distribution periodically repeated in 3D space. Both the electrostatic
potential and the electrostatic energy are discussed in the contefihide andfinite samples,

and we have emphasized once again the importance of distinguishing between these two cases.
The previous work by Smith and Perram [6, 7] is re-examined and a new expression for the
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correction term to the potential (the extrinsic contribution) of a finite sample of arbitrary
shape has been derived which is much simpler than the original one suggested in [6, 7]. This
modification has allowed us to shed more light on the physical meaning of the extrinsic
potential. We have shown that in the general casarbitrary sample shape the extrinsic
potential has a pure macroscopic origin and represents a classical electrostatic potential due to a
uniformly polarized sample well inside it. This result can be easily understood as the uniformly
polarized sample manifests itself as a capacitor of a certain geometry. Also, we have suggested
an alternative derivation for the electrostatic energy and potential of a finite sample of arbitrary
shape which, we believe, is less cumbersome than the original derivation suggested in [6, 7].
In a real experiment any sample has a certain finite size and shape. One can therefore ask
the question ‘Which model is closer to physical reality, the model of a finite or of an infinite
sample?’ Thisis important for the understanding of whether results of PBC calculations can be
directly compared with experimental results and whether one has to use the correction terms in
the energy in PBC calculations. In order to answer this question, it is relevant to mention that
both models are just specific approximations to the physical reality which is lying somewhere
in between. Indeed, if there is a dipole moment in the cell which is periodically repeated inside
some large finite volume, then the arising macroscopic figld., would substantially increase
the internal Coulomb energy of the system(y8r) [, 2,.,,dV = (¢2,.,,/87)V, where
V is the sample volume. Therefore, it is energetically favourable for the surface atoms to relax
in order to compensate for this large positive energy. There will also be substantial electronic
redistribution at the surface in order to create an electrostatic field in the direction opposite to
that ofe,..cr0. This effect has indeed been observed in a number of theoretical studies of polar
surfaces [19, 20]. Some mechanisms of stabilization of polar surfaces are considered in [21].
This effect was also mentioned in [7]. Therefore, as the surface provides some ‘compensating’
mechanism to suppress the effect of the macroscopic field, the model of periodically repeated
identicalcells confined in a finite (although may be very large) volume will never be correct so
that the correction terms have to be either removed altogether (which would correspond to true
PBC) or substantially damped (partial surface effects). The extent to which the surface effects
are suppressed may also depend on the experimental conditions (e.g. the sample preparation)
so that care is needed when making a comparison of theory and experiment. We believe that in
the correct calculation of the system in which there is a net dipole moment in the cell the surface
relaxation effects should be accounted for using direct minimization of the total energy of the
entiresample, which is a formidable task. This is especially true for the case of nanoclusters.
Itis probable that complete compensation and therefore PBC are the closest approximations to
reality. Note also that artificial ‘compensating’ mechanisms designed to eliminate the effect of
the macroscopic field in PBC calculations have also been suggested: for example, in [11,17]
a sample was surrounded by a metal which screens out any macroscopic electrostatic field.
A similar idea was suggested in [22] where the dipole moment in the slab calculations was
compensated by an artificial electrostatic field of the opposite direction by placing a planar
dipole layer in the middle of the vacuum region. Finally, in a number of studies (see, e.g.,
[23]) simulations are discussed in which a finite sample is surrounded by a continuum with
some dielectric constant treated as a parameter (for a general discussion of simulations with
the shape-dependent term see [24, 25]).

Appendix

To calculate the integrafaﬁ = fP T,p(x) dz for a finite sample with a specific shape of
interest, use can be made of the fact that(z) = —e @V (ePV(1/|z|)), e being a unit
vector along the axig, so that the volume integral is transformed into an integral over the
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surface of the sample as follows

) 1
Tys = —// n <e<“>v—> ds
4 s 7 ||

wheren = (ny,n,,n;) is the unit vector of the surface normal. In doing so, one has to
eliminate the singularity around = 0 by cutting off a sphere of some radi&saround the
origin. The result will not depend oR and the surface integration above is performed over
the inner spherical surface as well. We also note That= 0 due to the familiar ‘sum-rule’
property of the dipole tensor itself,,(r) = 0. For a spherical volume the integral is equal
to zero by symmetry as mentioned in the text. In the case of a cfupe; SaﬁT, and again

the integral is equal to zero due to the sum rule above. The same result can be recovered for
any high-symmetry shape (such as diamond). In cases of lower symmetry the integral is not

equal to zero.

Acknowledgments

This work has been performed under a joint collaborative project between the University

College London and the St Petersburg University, Russia. The authors wish to thank A Shluger
for careful reading of the manuscript and many useful comments and A Fisher and T Harker

for fruitful discussions.

References

[1] Ewald P P 1927Ann. Phys64 253
[2] Born M and Huang K 195&€ynamical Theory Of Crystal Latticdkondon: Oxford University Press)
[3] Redlack A and Grindlay J 197k Phys. Chem. Solic&6 73
[4] Tupizin |1 and Abarenke | V 1977 Phys. Status Solidi 8299
[5] de Leeuw S W, Perra JW and Smh E R 1980Proc. R. SocA 37327
[6] Smith E R and Permra J W 1983 Evaluation of lattice sums in disordered ionic syStemPhysics of Superionic
Conductors and Electrode Materiaésl J W Perram (New York: Plenum) pp 57-78
[7] Smith E R 1981Proc. R. SocA 375475
[8] Pisani C, Dovesi R and Roetti C 198&rtree—Fock Ab Initio Treatment of Crystalline Systems (Lecture Notes
in Chemistry 48New York: Springer)
[9] SaundersV R, Freyria-Fava C, Dovesi R, Salasco L and Roetti C #@02Phys.77 629
[10] Makov G and Paya M C 1995Phys. RevB 514014
[11] Fraser L M, Foulke W M C, Rajagopal G, Needs R J, Ken® D and Williamsa A J 1996Phys. RevB 53
1814
[12] Robers J E and Schnitker J 1994 Chem. Physl015024
[13] Payne M C, Teter M P, Allan D C, Ar&aT A and Joannopouso] D 1992Rev. Mod. Phys4 1045
[14] Kresse G and Furthidller J 1996Phys. RevB 5411 169
[15] Blochl P E 1994Phys. RevB 5017 953
[16] Evjen E 1932Phys. Rev39675
[17] Figueirido F, Del-Buon G S and Levy R M 1993. Chem. Physl036133
[18] Landau L D, Lifshitz E M and Pitaevskii L P 199Blectrodynamics Of Continuous Medial 8 (Oxford:
Pergamon)
[19] Stefanovit E V and ShlugeA L 1994 J. Phys.: Condens. Matté 4255
[20] Pojani A, Finocchi F, Goniakowski J and Noguera C 19irf. Sci.387 354
[21] Freurd H J 1997Angew. Chem. Int. Ed. Eng36 452
[22] Neugebauer J and Scheffler M 19PRys. RevB 46 16 067
[23] de Leew S W and Perna J W 1981PhysicaA 107179
[24] Thorpe M F and de Leew S W 1986Phys. RevB 338490
[25] Caillol J-M 1994J. Chem. Physl076080



